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A message-passing library

interface specification

[Message-Passing Interface]

What is MPI?
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develop a widely used standard for writing 

message-passing programs

portability and ease of use

efficient communication   |   can be used in a heterogeneous environment

a reliable communication interface |   Thread safety 

C and Fortran bindings for the interface   

Goals of MPI
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Evolution of MPI
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MPI-1.0 (1994) 

MPI-1.1 (1995) 

MPI-1.2 (1997)

MPI-1.3 (2008)

MPI-2.0 (1997) 

MPI-2.1 (2008) 

MPI-2.2 (2009)

MPI-3.0 (2012) 

MPI-3.1 (2015) 

MPI-4.0 (20??) 



… is an open source* MPI implementation

FT-MPI [University of Tennessee]

LA-MPI [Los Alamos National Laboratory]

LAM/MPI [Indiana University]

with contributions from the PACX-MPI team [University of Stuttgart]

Open MPI
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[* Open source license based on the BSD license]



… supports / implements:

Full MPI-3 standard conformance 

Thread safety and concurrency  |  Dynamic process spawning 

Support network heterogeneity |  Network and process fault tolerance

High performance on all platforms |  Portable and maintainable 

Component-based design, documented APIs 

Open MPI
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autonomous processes

executing their own code (MIMD style)

processes communicate via

calls to MPI communication primitives

each process executed in its own address space

(shared-memory implementations of MPI are possible)

Concepts
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group

ordered set of process identifiers

process associated with rank [0, n-1]

context

communicationg space

communicator

provides independent process addressing

MPI_COMM_WORLD and MPI_COMM_SELF

Concepts: group, context, communicator

Carolin Fiedler, 

14 January 2015

NUMA with 

Open MPI

10



sending and receiving of messages by processes

blocking and non-blocking versions

communiation modes: Standard, Buffered, Synchronous and Ready

Concepts: point-to-point communication
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method signatures in C:

int MPI_Xxx_xx();



non-blocking versions:

Concepts: point-to-point communication
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communication that involves a group of processes

data movement and collective computation

Concepts: collective operations
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gather data from all members of a group to one member / 

scatter data from one member to all members of a group

Concepts: collective operations
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A₁

A₂

A₃

scatter / gather data from all members to 

all members of a group (complete exchange)

a variation on Gather where all members

of a group receive the result



Reduces values on all processes within a group

Concepts: collective operations
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a combined reduction and scatter operationresult is returned to all members of a group



Concepts: collective operations
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Concepts: one-sided communication
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local address space

RMA window

process 0 process 1

Get



Concepts: one-sided communication
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Concepts: shared memory
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disciplined sharing



Concepts: shared memory
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compile

mpicc mpiProgram.c

run program

mpirun <options> program

-c, -n, -np <#> run <#> copies of program on given nodes

-H, -host <h1,...,hN> list of hosts on which to invoke processes

-hostfile <hostfile> 

Run an Open MPI program
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mapping 

assigns a default location to each process 

ranking 

assigns an MPI_COMM_WORLD rank value to each process 

binding 

constrains each process to run on specific processors 

Mapping, ranking and binding with Open MPI
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mapping 

-map-by <foo> map to the specified object (combine with modifiers)

[slot, hwthread, core, l1cache, l2cache, l3cache, socket, numa, board, none, …]

-rf <rankfile> define mapping per rank [MPI_COMM_WORLD]

ranking 

--rank-by <foo> rank in round-robin fashion

[slot, hwthread, core, l1cache, l2cache, l3cache, socket, numa, board, none]

binding

--bind-to <foo> bind processes to the specified object

[slot, hwthread, core, l1cache, l2cache, l3cache, socket, numa, board, none]

-report-bindings report any bindings for launched processes 

Mapping, ranking and binding with Open MPI
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--map-by ppr:n:node

on each node, launch

n processes

--map-by ppr:n:socket

on each node, launch 

n processes * #sockets



MPI implementations use shared memory for

process communication

collective operations

…

Open MPI

sm btl (shared-memory Byte Transfer Layer)   

Shared memory
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Shared memory
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[NUMA-aware shared-memory collective communication for MPI]



combining MPI with different programming models

MPI was designed to encourage hybrid programming!

most common: MPI + threads

e.g. PGAS / Pthreads / OpenMP

→ MPI + OpenMP

Hybrid Programming
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Hybrid Programming
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at least 25 % of TOP100 use MPI

→ hardware MPI implementations of MPI / 

hardware acceleration for collective operations

MPI and Hardware
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[top500.org/lists/2014/11/]

… developed MPI Offload Engine

SGI UV 2000
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Hello World
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… first listen to Matthias’ presentation

Hybrid MPI with OpenMP
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MPI is a widely used standard

hardware implementations of MPI / 

hardware accelaration for MPI operations

Open MPI uses autodetected topology

for optimizations

NUMA with Open MPI
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